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43.1 Introduction

Computer modeling and simulation continue to become more important in the field of bioengineer-
ing. The reasons for this growing importance are manyfold. First, mathematical modeling has been 
shown to be a substantial tool for the investigation of complex biophysical phenomena. Second, since the 
level of complexity one can model parallels the existing hardware configurations, advances in computer 
architecture have made it feasible to apply the computational paradigm to complex biophysical systems. 
Hence, while biological complexity continues to outstrip the capabilities of even the largest computa-
tional systems, the computational methodology has taken hold in bioengineering and has been used 
successfully to suggest physiologically and clinically important scenarios and results.

This chapter provides an overview of numerical techniques that can be applied to a class of bioelectric 
field problems. Bioelectric field problems are found in a wide variety of biomedical applications, which 
range from single cells [59], to organs [62], up to models that incorporate partial to full human struc-
tures [44,45,50]. We describe some general modeling techniques that will be applicable, in part, to all the 
aforementioned applications. We focus our study on a class of bioelectric volume conductor problems 
that arise in electrocardiography (ECG) and electroencephalography (EEG).
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43-2 Bioelectric Phenomena

We begin by stating the mathematical formulation for a bioelectric volume conductor, continue by 
describing the model construction process, and follow with sections on numerical solutions and compu-
tational considerations. We continue with a section on error analysis coupled with a brief introduction 
to adaptive methods. We conclude with a section on software.

43.2 Problem Formulation

As noted in Chapter 39, most bioelectric field problems can be formulated in terms of either the Poisson 
or the Laplace equation for electrical conduction. Since the Laplace equation is the homogeneous coun-
terpart of the Poisson equation, we will develop the treatment for a general three-dimensional (3D) 
Poisson problem and discuss simplifications and special cases when necessary.

A typical bioelectric volume conductor can be posed as the following boundary value problem:

 ∇ ⋅ σ∇Φ = −IV in Ω, (43.1)

where Φ is the electrostatic potential, σ is the electrical conductivity tensor, and IV is the current per unit 
volume defined within the solution domain, Ω. The associated boundary conditions depend on what 
type of problem one wishes to solve. There are generally considered to be two different types of conduc-
tor problems: direct and inverse volume.

One type of problem deals with the interplay between the description of the bioelectric volume source 
currents and the resulting volume currents and volume and surface voltages. Here, the problem state-
ment would be to solve Equation 43.1 for Φ with a known description of IV and the Neumann boundary 
condition:

 σ∇Φ ⋅ n = 0 on ΓT, (43.2)

which says that the normal component of the electric field is zero on the surface interfacing with air 
(here denoted by ΓT). This problem can be used to solve two well-known problems in medicine, the 
direct EEG and the ECG volume conductor problems. In the direct EEG problem, one usually dis-
cretizes the brain and surrounding tissue and skull. One then assumes a description of the bioelectric 
current source within the brain (this usually takes the form of dipoles or multipoles) and calculates the 
field within the brain and on the surface of the scalp.

43.2.1 Example: Simulation of Focal Current Sources in the Brain

Figure 43.1 shows the simulation results from a patient-specific model of the head carried out with 
NeuroFEM (for source simulation) and SCIRun (for mesh generation and visualization). The mesh was 
composed of 179,643 nodes and 1,067,541 tetrahedral elements and the preliminary simulation was car-
ried out with a dipole source in the right posterior region.

Similarly, in one version of the direct ECG problem, one utilizes descriptions of the current sources in 
the heart (either dipoles or membrane current source models such as the FitzHugh Nagumo and Beeler 
Reuter, among others) or defibrillation sources and calculates the currents and voltages within the heart 
and volume conductor of the chest and voltages on the surface of the torso.

43.2.2 Example: Simulation of Implantable Cardiac Defibrillators

The goal of these simulations was to calculate the electric potentials in the body, and especially in the 
fibrillating heart, that arise during a shock from an implantable cardiac defibrillator (ICD), over 90,000 
of which are implanted annually in the United States alone. Of special interest was the use of such 
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43-3Computational Methods and Software for Bioelectric Field Problems

devices in children, who are both much smaller in size than adults and almost uniformly have some 
form of anatomical abnormality that makes patient-specific modeling essential.

We have developed a complete pipeline for the patient-specific simulation of defibrillation fields from 
ICDs, starting from computed tomography (CT) or magnetic resonance imaging (MRI) image volumes 
and creating hexahedral meshes of the entire torso with heterogeneous mesh density to achieve accept-
able computation times [48]. In these simulations, there was effectively a second modeling pipeline that 
executed each time the user selected a candidate set of locations for the device and the associated shock 
electrodes. For each such configuration, there was a customized version of the volume mesh that had to 
be generated and prepared for computation.

Figure 43.2 shows the steps required to implement the customized mesh for each new set of device 
and electrode locations. The user manipulated an interactive program implemented in SCIRun that 
allowed very flexible design and placement of the components of the device, an image of which is shown 
in the leftmost panel of the figure. Modules in SCIRun then carried out a refinement of the underlying 
hexahedral mesh so that the potentials applied by the device and electrodes were transferred with suit-
able spatial fidelity to the torso volume conductor (second panel). Then, additional modules in SCIRun 
computed the resulting electric field throughout the torso and visualized the results, also showing the 
details of the potentials at the heart and deriving from the simulations a defibrillation threshold value 
(last two panels of the figure). We have also carried out the initial validation of the complete system by 
comparing computed to measured defibrillation thresholds and obtained encouraging results [48].

The inverse problems associated with these direct problems involve estimating the current sources 
IV within the volume conductor from measurements of voltages on the surface of either the head or the 
body. Thus, one would solve Equation 43.1 with the boundary conditions:

 Φ = Φ0 on Σ ⊆ ΓT (43.3)

 σ∇Φ ⋅ n = 0 on ΓT. (43.4)

The first is the Dirichlet condition, which says that one has a set of discrete measurements of the volt-
age of a subset of the outer surface. The second is the natural Neumann condition. While it does not look 

FIGURE 43.1 Illustration of the simulation of the electromagnetic field propagation in a patient-specific brain 
model. The figure shows a finite element method discretization of the Poisson equation with a patient-specific, 
five-compartment, geometrical model derived from a segmentation of brain MRI. The solid lines in the simulation 
images indicate isopotentials and the small white lines are electrical current streamlines.
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43-4 Bioelectric Phenomena

much different than the formulation of the direct problem, the inverse formulations are ill-posed. The 
bioelectric inverse problem in terms of primary current sources does not have a unique solution, and 
the solution does not depend continuously on the data. Thus, to obtain useful solutions, one must try to 
restrict the solution domain (i.e., number of physiologically plausible solutions) [29] for the former case, 
and apply the so-called regularization techniques to attempt to restore the continuity of the solution on 
the data in the latter case.

Another bioelectric direct/inverse formulation poses both the problems in terms of scalar values at 
the surfaces. For the EEG problem, one would take the surface of the brain (cortex) as one bounded 
surface and the surface of the scalp as the other surface. The direct problem would involve making 
measurements of voltage of the surface of the cortex at discrete locations and then calculating the 
voltages on the surface of the scalp. Similarly, for the ECG problem, voltages could be measured on 
the surface of the heart and used to calculate the voltages at the surface of the torso, as well as within 
the volume conductor of the thorax. To formulate the inverse problems, one uses measurements on the 
surface of the scalp (torso) to calculate the voltages on the surface of the cortex (heart). Here, we solve 
the Laplace equation instead of the Poisson equation because we are interested in the distributions of 
voltages on a surface instead of current sources within a volume. This leads to the following boundary 
value problem:

 ∇ ⋅ σ∇Φ = 0 in Ω (43.5)

 Φ = Φ0 on Σ ⊆ ΓT (43.6)

 σ ∇ Φ ⋅ n = 0 on ΓT. (43.7)

For this formulation, the solution to the inverse problem is unique [87]; however, there still exists the 
problem of continuity of the solution on the data. The linear algebra counterpart to the elliptic bound-
ary value problem is often useful in discussing this problem of noncontinuity. The numerical solution 
to all elliptic boundary value problems (such as the Poisson and Laplace problems) can be formulated 

Analysis of potentials
at the heart to predict
defibrillation
effectiveness

Finite element solution
of potentials

Refinement of hexahedral
mesh for electrode locations

Setting electrode
configuration

FIGURE 43.2 Pipeline for computing defibrillation potentials in children. The figures show the steps from the left 
to the right required to place electrodes and then compute and visualize the resulting cardiac potentials.
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43-5Computational Methods and Software for Bioelectric Field Problems

in terms of a set of linear equations, AΦ = b. For the solution of the Laplace equation, the system can be 
reformulated as

 AΦin = Φout, (43.8)

where Φin is the vector of the data on the inner surface bounding the solution domain (e.g., the electro-
static potentials on the scalp or heart), Φout is the vector of data that bounds the outer surface (e.g., the 
subset of voltage values on the surface of the cortex or torso), and A is the transfer matrix between Φout 
and Φin, which usually contains the geometry and physical properties (conductivities, dielectric con-
stants, etc.) of the volume conductor. The direct problem is then simply (well) posed as solving Equation 
43.8 for Φout given Φin. Likewise, the inverse problem is to determine Φin given Φout.

A characteristic of A for ill-posed problems is that it has a very large condition number. In other 
words, the ill-conditioned matrix A is very near to being singular. Briefly, the condition number is 
defined as κ(A) = ||A|| ⋅ ||A−1|| or the ratio of maximum to minimum singular values measured in the 
L2 norm. The ideal problem conditioning occurs for orthogonal matrices that have κ(A) ≈ 1, while an 
ill-conditioned matrix will have κ(A) ≫ 1. When one inverts a matrix that has a very large condition 
number, the inversion process is unstable and is highly susceptible to errors. The condition of a matrix 
is relative. It is related to the precision level of computations and is a function of the size of the problem. 
For example, if the condition number exceeds a linear growth rate with respect to the size of the prob-
lem, the problem will become increasingly ill-conditioned. See Reference 27 for more about the condi-
tion number of matrices.

A number of techniques have arisen to deal with ill-posed inverse problems. These techniques include 
truncated singular value decomposition (TSVD), generalized singular value decomposition (GSVD), max-
imum entropy, and a number of generalized least squares schemes, including Twomey and Tikhonov regu-
larization methods. Since this section is concerned more with the numerical techniques for approximating 
bioelectric field problems, the reader is referred to References 26, 32, 81, and 82 to further investigate the 
regularization of ill-posed problems. A particularly useful reference for discrete ill-posed problems is the 
MATLAB• package developed by Per Christian Hansen, which is available via his website [31].

43.3 Model Construction and Mesh Generation

Once we have stated or derived the mathematical equations that define the physics of the system, we 
must figure out how to solve these equations for the particular domain we are interested in. Most 
numerical methods for solving boundary value problems require that the continuous domain be broken 
up into discrete elements, the so-called mesh or grid, which one can use to approximate the governing 
equation(s) using the particular numerical technique (finite element, boundary element, finite differ-
ence, or multigrid) best suited to the problem.

Because of the complex geometries often associated with bioelectric field problems, the construction 
of the polygonal mesh can become one of the most time-consuming aspects of the modeling process. 
After deciding upon the particular approximation method to use (and the most appropriate type of 
element), we need to construct a mesh of the solution domain, which matches the number of degrees 
of freedom (DOF) of our fundamental element. For the sake of simplicity, we will assume that we will 
use linear elements, either tetrahedrons, which are usually used for modeling irregular 3D domains, or 
hexahedrons used for modeling regular, uniform domains.

There are several different strategies for discretizing the geometry into fundamental elements. For 
bioelectric field problems, two approaches to mesh generation have become standard: the divide-and-
conquer (or subsequent subdivision) strategy and the so-called Delaunay triangulation strategy.

In using the divide-and-conquer strategy, one starts with a set of points that define the bound-
ing surface(s) in three dimensions (contours in two dimensions). The volume (surface) is repeatedly 
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43-6 Bioelectric Phenomena

divided into smaller regions until a satisfactory discretization level has been achieved. Usually, 
the domain is broken up into eight-node cubic elements, which can then be subdivided into five 
(minimally) or six tetrahedral elements if so desired. This methodology has the advantage of being 
fairly easy to program; furthermore, commercial mesh generators exist for the divide-and-conquer 
method. For use in solving bioelectric field problems, its main disadvantage is that it allows ele-
ments to overlap interior boundaries. A single element may span two different conductive regions, 
for example, when part of an element represents muscle tissue (which could be anisotropic) and the 
other part of the element falls into a region representing fat tissue. It then becomes very difficult to 
assign unique conductivity parameters to each element and at the same time accurately represent 
the geometry.

A second method of mesh generation is the Delaunay triangulation strategy. Given a 3D set of points 
that define the boundaries and interior regions of the domain to be modeled, one tessellates the point 
cloud into an optimal mesh of tetrahedra. For bioelectric field problems, the advantages and disad-
vantages tend to be exactly contrary to those arising from the divide-and-conquer strategy. The pri-
mary advantage is that one can create the mesh to fit any predefined geometry, including subsurfaces, 
by starting with points that define all the necessary surfaces and subsurfaces and then adding addi-
tional interior points to minimize the aspect ratio. For tetrahedra, the aspect ratio can be defined as 
4 3 2( )( )/ /ρk kh , where ρk denotes the diameter of the sphere circumscribed about the tetrahedron, and 
hk is the maximum distance between two vertices. These formulations yield a value of 1 for an equi-
lateral tetrahedron and a value of 0 for a degenerate (flat) element [7]. The closer to the value of 1, the 
better. The Delaunay criterion is a method for minimizing the occurrence of obtuse angles in the mesh, 
yielding elements that have aspect ratios as close to 1 as possible, given the available point set. While 
the ideas behind Delaunay triangulation are straightforward, the programming is nontrivial and is the 
primary drawback to this method. Fortunately, there exist several public domain software packages 
for two- and three-dimensional mesh generation (see Equation 43.6). For more information on mesh 
generation and various aspects of biomedical modeling, see References 4, 12, 15, 16, 19, 25, 36, 53–55, 
57, 58, 66, 71, 75, 76, 79, and 80.

43.3.1 Example: Modeling of Focal Current Sources in the Brain

Figure 43.3 contains the geometric model results from a 15-year-old pediatric patient suffering from 
epileptic seizures. The segmentations came from a semiautomated tissue classification algorithm devel-
oped by Warfield et al. [86], followed by extensive manual inspection and hand editing of mislabeled 
pixels using Seg3D. The meshing component of the pipeline was implemented in BioMesh3D, a new 
program that incorporates separate surface fitting and mesh generation programs (e.g., TetGen) in a 
scripting environment [15,76]. The triangle mesh quality in Panel (a) is excellent, a result of the distrib-
uted particle method we have developed [57,58].

FIGURE 43.3 Example of meshing of the head in a pediatric epilepsy patient. Panel (a) shows the particle dis-
tribution over the head surface, and highlights through the variation in particle size the adaptivity of the particles 
over the skin. Panel (b) shows the associated tetrahedral mesh and panel (c) shows another, higher-resolution view 
of the mesh, highlighting the cortex and the cerebrospinal fluid.
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43-7Computational Methods and Software for Bioelectric Field Problems

43.4 Numerical Methods

Because of the geometrical complexity of, and numerous inhomogeneities inherent in, anatomical 
structures in physiological models, solutions of bioelectric field problems are usually tractable (except 
in the most simplified of models) only when one employs a numerical approximation method such as 
the finite difference (FD), the finite element (FE), boundary element (BE), or the multigrid (MG) method 
to solve the governing field equation(s).

43.4.1 Approximation Techniques: The Galerkin Method

The problem posed in Equation 43.1 can be solved using any of the aforementioned approximation 
schemes. One technique that addresses three of the previously mentioned techniques (FD, FE, and BE) 
can be derived by the Galerkin method. The Galerkin method is one of the most widely used methods 
for discretizing elliptic boundary value problems such as Equation 43.1 and for treating the spatial por-
tion of time-dependent parabolic problems, which are common in models of cardiac wave propagation. 
While the Galerkin technique is not essential to the application of any of the techniques, it provides for 
a unifying bridge between the various numerical methods. To express our problem in a Galerkin form, 
we begin by rewriting Equation 43.1 as

 AΦ = −Iv, (43.9)

where A is the differential operator, A = ∇ ⋅ (σ∇). An equivalent statement of Equation 43.9 is, find Φ 
such that ( , )A IvΦ Φ+ = 0 . Here, Φ is an arbitrary test function, which can be thought of physically 
as a virtual potential field, and the notation (ϕ1, ϕ2) ≡ ∫Ω ϕ1 ϕ2 dΩ denotes the inner product in L2(Ω). 
Applying Green’s theorem, we can equivalently write

 
( , ) , ( , ),σ∇ ∇ − ∂

∂
= −Φ Φ Φ

Φ Φ
n

Iv
 

(43.10)

where the notation 〈 ϕ1, ϕ2 〉 ≡ ∫Sϕ1ϕ2 dS denotes the inner product on the boundary S. When the Dirichlet, 
Φ = Φ0, and Neumann, σ∇Φ ⋅ n = 0, boundary conditions are specified on S, we obtain the weak form 
of Equation 43.1:

 ( , ) ( , ).σ∇ ∇ = −Φ Φ ΦIv  (43.11)

It is understood that this equation must hold for all test functions, Φ, which must vanish at the 
boundaries where Φ = Φ0. The Galerkin approximation ϕ to the weak form solution Φ in Equation 43.11 
can be expressed as

 
φ φ ψ( ) ( ).x x=

=
∑ i
i

N

i
0  

(43.12)

The trial functions ψi, i = 0,1,…, N form a basis for an N + 1-dimensional space S. We define the 
Galerkin approximation to be that element ϕ ∈ S, which satisfies

 (σ∇ϕ, ∇ψj) = −(Iv,ψj) (∀ ψj ∈ S). (43.13)

Since our differential operator A is positive definite and self-adjoint (i.e., (AΦ, Φ) ≥ α (Φ, Φ) > 0 for 
some nonzero positive constant α and ( , ) ( , )A AΦ Φ Φ Φ= , respectively), then we can define a space E 
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43-8 Bioelectric Phenomena

with an inner product defined as ( , ) ( , ) ( , )Φ Φ Φ Φ Φ ΦE A a= ≡  and norm (the so-called energy norm) 
equal to

 
( , ) ( ) ( , ) .Φ Φ Φ Ω Φ Φ

Ω
E E

d= ∇⎧
⎨
⎩

⎫
⎬
⎭⎪

=∫ 2
1 2

1 2

/

/

 
(43.14)

The solution Φ of Equation 43.9 satisfies

 (AΦ, ψi) = −(Iv, ψi) (∀ ψi ∈S) (43.15)

and the approximate Galerkin solution obtained by solving Equation 43.13 satisfies

 (Aϕ, ψi) = −(Iv, ψi) (∀ ψi ∈ S). (43.16)

Subtracting Equation 43.15 from Equation 43.16 yields

 (A(ϕ − Φ), ψi) = (ϕ − Φ, ψi)E = 0 (∀ ψi ∈ S). (43.17)

The difference ϕ − Φ denotes the error between the solution in the infinite dimensional space V and 
the N + 1-dimensional space S. Equation 43.17 states that the error is orthogonal to all basis functions 
spanning the space of possible Galerkin solutions. Consequently, the error is orthogonal to all elements 
in S and must therefore be the minimum error. Thus, the Galerkin approximation is an orthogonal 
projection of the true solution Φ onto the given finite dimensional space of possible approximate solu-
tions. Therefore, the Galerkin approximation is the best approximation in the energy space E. Since the 
operator is positive definite, the approximate solution is unique. Assume for a moment there are two 
solutions, ϕ1 and ϕ2, satisfying

 (Aϕ1, ψi) = −(Iv, ψi) (Aϕ2, ψi) = −(Iv, ψi) (∀ ψi ∈ S), (43.18)

respectively. Then, the difference yields

 (A(ϕ1 − ϕ2), ψi) = 0    (∀ ψi ∈ S). (43.19)

The function arising from subtracting one member from another member in S also belongs in S; 
hence, the difference function can be expressed by the set of A orthogonal basis functions spanning S:

 
Δ

j

N

j j i iA
=
∑ = ∀ ∈

0

0φ ψ ψ ψ( ( , )) ( ).
 

(43.20)

When i ≠ j, the terms vanish due to the basis functions being orthogonal with respect to A. Since A 
is positive definite:

 (AΦi, Φi) > 0 i = 0, …, N. (43.21)

Thus, Δϕi = 0, i = 0,…,N, and by virtue of Equation 43.20, δϕ = 0, such that ϕ1 = ϕ2. The identity contra-
dicts the assumption of two distinct Galerkin solutions. This proves the solution is unique [33].

43.4.2 Finite Difference Method

Perhaps the most traditional way to solve Equation 43.1 utilizes the FD approach by discretizing the 
solution domain Ω using a grid of uniform hexahedral elements. The coordinates of a typical grid point 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
U

ta
h]

, [
C

hr
is

 J
oh

ns
on

] 
at

 1
3:

45
 2

3 
M

ar
ch

 2
01

7 



43-9Computational Methods and Software for Bioelectric Field Problems

are x = lh, y = mh, z = nh (l,m,n = integers), and the value of Φ(x, y, z) at a grid point is denoted by Φl,m,n. 
Taylor’s theorem can then be utilized to provide the difference equations. For example

 
Φ Φ

Φ Φ Φ
l m n l m nh x h

x
h

x+ = + + + +
⎛
⎝⎜

⎞
⎠⎟1

2
2

2
3

3

3
1
2

1
6, , , ,

∂
∂

∂
∂

∂
∂



 
(43.22)

with similar equations for Φl−1,m,n, Φl,m+1,n, Φl,m−1,n,…. The FD representation of Equation 43.1 is

 

Φ Φ Φ Φ Φ Φ

Φ

l m n l m n l m n l m n l m n l m n

l

h h
+ − + −− +

+
− +

+

1 1
2

1 1
2

2 2, , , , , , , , , , , ,

,, , , , , ,
, , ( )m n l m n l m n

l m nh
I v+ −− +

= −1 1
2

2Φ Φ

 
(43.23)

or, equivalently

 Φl+1,m,n + Φl−1,m,n + Φl,m+1,n + Φl,m−1,n + Φl,m,n+1 + Φl,m,n−1 − 6Φl,m,n = −h2 Il,m,n (v). (43.24)

If we define the vector Φ to be [Φ1,1,1…Φ1,1,N−1;…Φ1,N−1,1…ΦN−1,N−1,N−1]T to designate the (N − 1)3 
unknown grid values, and pull out all the known information from Equation 43.24, we can reformulate 
Equation 43.1 by its FD approximation in the form of the matrix equation AΦ = b, where b is a vector that 
contains the sources and modifications due to the Dirichlet boundary condition.

Unlike the traditional Taylor’s series expansion method, the Galerkin approach utilizes basis func-
tions, such as linear piecewise polynomials, to approximate the true solution. For example, the Galerkin 
approximation to the sample problem Equation 43.1 would require evaluating Equation 43.13 for the 
specific grid formation and specific choice of basis function:

 
σ

∂φ
∂

∂ψ
∂

σ
∂φ
∂

∂ψ
∂

σ
∂φ
∂

∂ψ
∂

ψx
i

y
i

z
i

v ix x y y z z d I d+ +
⎛
⎝⎜

⎞
⎠⎟

= −∫ ∫
Ω Ω

Ω Ω.
 

(43.25)

Difference quotients are then used to approximate the derivatives in Equation 43.25. We note that 
if linear basis functions are utilized in Equation 43.25, one obtains a formulation that corresponds 
exactly with the standard FD operator. Regardless of the difference scheme or order of basis function, 
the approximation results in a linear system of equations of the form AΦ = b, subject to the appropriate 
boundary conditions.

43.4.3 Finite Element Method

As we have seen above, in the classical numerical treatment for partial differential equations—the FD 
method—the solution domain is approximated by a grid of uniformly spaced nodes. At each node, 
the governing differential equation is approximated by an algebraic expression that references adjacent 
grid points. A system of equations is obtained by evaluating the previous algebraic approximations for 
each node in the domain. Finally, the system is solved for each value of the dependent variable at each 
node. In the FE method, the solution domain can be discretized into a number of uniform or nonuni-
form FEs that are connected via nodes. The change of the dependent variable with regard to location is 
approximated within each element by an interpolation function. The interpolation function is defined 
relative to the values of the variable at the nodes associated with each element. The original bound-
ary value problem is then replaced with an equivalent integral formulation (such as Equation 43.13). 
The interpolation functions are then substituted into the integral equation, integrated, and combined 
with the results from all other elements in the solution domain. The results of this procedure can be 
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43-10 Bioelectric Phenomena

reformulated into a matrix equation of the form AΦ = b, which is subsequently solved for the unknown 
variable [3,36].

The formulation of the FE approximation starts with the Galerkin approximation, ( , )σ∇ ∇ =Φ Φ  
−( , ),Iv Φ  where Φ is our test function. We now use the FE method to turn the continuous problems 
into a discrete formulation. First, we discretize the solution domain, Ω Ω= ∪ =e

E
e1 , and define a finite 

dimensional subspace, V Vh ⊂ = ∇{ , }Φ Φ Ω Φ Ω: is continuous on is piecewise continuous on . One usu-
ally defines parameters of the function Φ ∈Vh at node points α i ix= Φ( ), i = 0,1,…,N. If we now define 
the basis functions, ψi ∈ Vh, as linear continuous piecewise functions that take the value 1 at node points 
and zero at other node points, then we can represent the function Φ ∈Vh as

 
Φ( ) ( ),x xi

i

N

i=
=
∑α Ψ

0  
(43.26)

such that each Φ ∈Vh  can be written in a unique way as a linear combination of the basis functions 
Ψi ∈ Vh. Now, the FE approximation of the original boundary value problem can be stated as

 Find such thatΦ Φ Φ Φh h h vV I∈ ∇ ∇ −( , ) ( , ).σ =  (43.27)

Furthermore, if Φh ∈Vh satisfies Equation 43.27, then we have (σ∇Φh, ∇Ψi) = −(Iv, Ψi) [42,47]. Finally, 
since Φh itself can be expressed as the linear combination

 
Φ Φh i

i

N

i i h ix x=
=
∑ξ Ψ ξ =

0

( ) ( ),
 

(43.28)

we can then write Equation 43.27 as

 
ξ σ Ψ Ψ = Ψi

i

N

ij i j v jI j N
=
∑ ∇ ∇ − =

0

0( , ) ( , ) , , ,

 
(43.29)

subject to the Dirichlet boundary condition. Then the FE approximation of Equation 43.1 can equiva-
lently be expressed as a system of N equations with N unknowns ξi,…,ξN (e.g., the electrostatic poten-
tials). In matrix form, the above system can be written as Aξ = b, where A = (aij) is called the global 
stiffness matrix and has elements (aij) = (σij ∇Ψi, ∇Ψj), while bi = −(Iv, Ψi) and is usually termed the load 
vector.

For volume conductor problems, A contains all the geometry and conductivity information of the 
model. The matrix A is symmetric and positive definite; thus, it is nonsingular and has a unique solu-
tion. Because the basis function differs from zero for only a few intervals, A is sparse (only a few of its 
entries are nonzero).

43.4.3.1 Application of the FE Method for 3D Domains

We now illustrate the concepts of the FE method by considering the solution of Equation 43.1 using 
linear 3D elements. We start with a 3D domain Ω that represents the geometry of our volume conductor 
and break it up into discrete elements to form a finite dimensional subspace, Ωh. For 3D domains, we 
have the choice of representing our function as either tetrahedra

 
Φ = + + +α α α α1 2 3 4x y z,  (43.30)
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43-11Computational Methods and Software for Bioelectric Field Problems

or hexahedra

 
Φ = + + + + + + +α α α α α α α α1 2 3 4 5 6 7 8x y z xy yz xz xyz.  (43.31)

Because of space limitations, we restrict our development to tetrahedra, knowing that it is easy to 
modify our formulae for hexahedra. We take out a specific tetrahedra from our finite dimensional sub-
space and apply the previous formulations for the four vertices

 









Φ

Φ

Φ

Φ

1

2

3

4

1 1 1
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4 4 4
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⎜
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⎟
⎟

α

α

α

α

1
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3

4

,

 

(43.32)

or

 
Φ αi C= ,  (43.33)

which define the coordinate vertices, and

 α Φ= −C i
1
 ,  (43.34)

which defines the coefficients. From Equations 43.30 and 43.34, we can express Φ at any point within 
the tetrahedra

 
 Φ = = = −[ , , , ]1 1x y z α α ΦS SC i  (43.35)

or, most succinctly

 

 Φ Φ= ∑Ni
i

i .
 

(43.36)

Φi is the solution value at node i, and N = SC−1 is the local shape function or basis function. This can be 
expressed in a variety of ways in the literature (depending, usually, on whether you are reading engi-
neering or mathematical treatments of FE analysis):

 
Φ j i i i

i i i iN N x y z f x y z a b x c y d z
V( ) ( , , ) ( , , ) ,= = ≡

+ + +
6  

(43.37)

where

 

6

1
1
1
1

1 1 1

2 2 2

3 3 3

3 3 4

V

x y z
x y z
x y z
x y z

=

 

(43.38)

defines the volume of the tetrahedra, V.
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43-12 Bioelectric Phenomena

Now that we have a suitable set of basis functions, we can find the FE approximation to our 3D prob-
lem. Our original problem can be formulated as

 a(u, v) = (Iv, v)     ∀ v ∈ Ω,  (43.39)

where

 
a u v u v d( , ) = ∇ ⋅ ∇∫

Ω

Ω

 
(43.40)

and

 
( , ) .I v I v dv v= ⋅∫

Ω

Ω

 
(43.41)

The FE approximation to the original boundary value problem is

 a(uh, v) = (Iv, v)     ∀ v ∈ Ωh,  (43.42)

which has the equivalent form

 
ξ i

i

N

i j v ja I
=
∑ =

1

( , ) ( , ),Φ Φ Φ

 
(43.43)

where

 a(Φi, Φj) = a(Φi(Nj), Φj(Ni)), (43.44)

which can be expressed by the matrix and vector elements

 

a N
x

N
x

N
y

N
y

N
z

N
z

dij
i j i j i j

E

= + +
⎛

⎝⎜
⎞

⎠⎟∫ ∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

Ω

Ω

 
(43.45)

and

 

I N I di i v

E

= ∫ Ω
Ω

.

 
(43.46)

Fortunately, the above quantities are easy to evaluate for linear tetrahedra. As a matter of fact, there 
are closed form solutions for the matrix elements (aij):

 

N N N N d V a b c d
a b c d

a b c d

h

1 2 3 4 6 3Ω
Ω

=
+ + + +∫

! ! ! !
( )! .

 
(43.47)

Therefore

 

a
b b c c d d

V
d

b b c c d d
Vij

i j i j i j i j i j i j

E

=
+ +

=
+ +

∫ 6 62
Ω

Ω ,

 

(43.48)

and, for the right-hand side (RHS), we have, assuming constant sources,

 
I a b x c y d z

V I d VI
i

i i i i
v

v

E

=
+ + +

=∫ 6 4
Ω

Ω .
 

(43.49)
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43-13Computational Methods and Software for Bioelectric Field Problems

which have the compact forms

 
a V b b c c d dij

n
i
n

j
n

i
n

j
n

i
n

j
n( ) ( ) ( ) ( ) ( ) ( ) ( )( )= + +

1
6  

(43.50)

and

 
I VI

i
n v( ) = 4 for constant sources.

 
(43.51)

Now, we add up all the contributions from each element into a global matrix and global vector.

 
( )( ) ( ),( ) ( )

n

Nel

ij
n

i i
na I

=
∑ =

1

ξ

 
(43.52)

where Nel is equal to the total number of elements in the discretized solution domain and i represents 
the node numbers (vertices). This yields a linear system of equations of the form AΦ = b, where Φ is our 
solution vector of voltages, A represents the geometry and conductivity of our volume conductor, and b 
represents the contributions from the current sources and boundary conditions.

For the FD method, it turns out that the Dirichlet boundary condition is easy to apply while the 
Neumann condition takes a little extra effort. For the FE method, it is just the opposite. The Neumann 
boundary condition

 ∇Φ ⋅ n = 0 (43.53)

is satisfied automatically within the Galerkin and variational formulations. This can be seen by using 
Green’s divergence theorem

 
∇ ⋅ = ⋅∫ ∫

Ω Γ

A A ndx dS,
 

(43.54)

and applying it to the left-hand side of the Galerkin FE formulation:

 

∇ ⋅ ∇ ≡ +
⎡

⎣⎢
⎤

⎦⎥

= +

∫ ∫
Ω Ω

Ω Ωv wd v
x

w
x

v
x

w
x

d

v w
x n v w

x n

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

1 1 2 2

1
1

2
22

2

1
2

2

2
2

2

⎡

⎣⎢
⎤

⎦⎥
− +

⎡

⎣
⎢

⎤

⎦
⎥

= − ∇

∫ ∫

∫ ∫
Γ Ω

Γ Ω

Ω

Ω

dS v w
x

w
x

d

v w
n dS v wd

∂
∂

∂
∂

∂
∂

..
 

(43.55)

If we multiply our original differential equation, ∇2Φ = −Iv, by an arbitrary test function and inte-
grate, we obtain

 
( , ) ( ) ( , ),I v v d n v dS v d av = − ∇ = − + ∇ ⋅ ∇ =∫ ∫ ∫

Ω Γ Ω

Φ Ω
Φ

Φ Ω Φ2 ∂
∂

v
 

(43.56)

where the boundary integral term, ∂ Φ/∂n vanishes and we obtain the standard Galerkin FE formulation.
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43-14 Bioelectric Phenomena

To apply the Dirichlet condition, we have to work a bit harder. To apply the Dirichlet boundary con-
dition directly, one usually modifies the (aij) matrix and bi vector such that one can use standard linear 
system solvers. This is accomplished by implementing the following steps.

Assuming we know the ith value of ui

 1. Subtract from the ith member of the RHS the product of aij and the known value of Φi (call it Φi); 
this yields the new RHS, b b ai i ij j

 = − Φ .
 2. Zero the ith row and column of A: a aij ji = = 0.
 3. Assign aii = 1 .
 4. Set the jth member of the RHS equal to Φi.
 5. Continue for each Dirichlet condition.
 6. Solve the augmented system, A bv

�Φ = �.

43.4.4 Boundary Element Method

For bioelectric field problems with isotropic domains (and few inhomogeneities), another technique, 
called the BE method, may be utilized. This technique utilizes information only upon the boundar-
ies of interest, and thus reduces the dimension of any field problem by one. For differential operators, 
the response at any given point to sources and boundary conditions depends only on the response at 
neighboring points. The FD and FE methods approximate differential operators defined on subregions 
(volume elements) in the domain; hence, direct mutual influence (connectivity) exists only between 
neighboring elements, and the coefficient matrices generated by these methods have relatively few non-
zero coefficients in any given matrix row. As is demonstrated by Maxwell’s laws [39], equations in differ-
ential forms can often be replaced by equations in integral forms, for example, the potential distribution 
in a domain is uniquely defined by the volume sources and the potential and current density on the 
boundary. The BE method utilizes this fact by transforming the differential operator defined in the 
domain to integral operators defined on the boundary. In the BE method [6,13,40], only the boundary 
is discretized; hence, the mesh generation is considerably simpler for this method than for the vol-
ume methods. Boundary solutions are obtained directly by solving the set of linear equations; however, 
potentials and gradients in the domain can be evaluated only after the boundary solutions have been 
obtained. As this method has a rich history in bioelectric field problems, the reader is referred to some of 
the classic references for further information regarding the application of the BE method to bioelectric 
field problems [5,30,67,69].

43.4.5 Solution Methods and Computational Considerations

The application of each of the previous approximation methods to Equation 43.1 yields a system of lin-
ear equations of the form AΦ = b, which must be solved to obtain the final solution. There are a plethora 
of available techniques for the solutions of such systems. The solution techniques can be broadly catego-
rized as direct and iterative solvers. Direct solvers include Gaussian elimination and lower-upper (LU) 
decomposition, while iterative methods include Jacobi, Gauss–Seidel, successive overrelaxation (SOR), 
and conjugate gradient (CG) methods, among others. The choice of the particular solution method is 
highly dependent upon the approximation technique employed to obtain the linear system, upon the 
size of the resulting system, and upon accessible computational resources. For example, the linear sys-
tem resulting from the application of the FD or FE method will yield a matrix A that is symmetric, posi-
tive definite, and sparse. The matrix resulting from the FD method will have a specific band-diagonal 
structure that is dependent on the order of difference equations one uses to approximate the governing 
equation. The matrix resulting from the FE method will be exceedingly sparse so that only a few of the 
off diagonal elements will be nonzero. The application of the BE method, on the other hand, will yield a 
matrix A that is dense and nonsymmetric and thus requires a different choice of solver.
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43-15Computational Methods and Software for Bioelectric Field Problems

The choice of the optimal solver is further complicated by the size of the system versus access to com-
putational resources. Sequential direct methods are usually confined to single workstations and thus the 
size of the system should fit in memory for optimal performance. Sequential iterative methods can be 
employed when the size of the system exceeds the memory of the machine; however, one pays a price in 
terms of performance as direct methods are usually much faster than iterative methods. In many cases, 
the size of the system exceeds the computational capability of a single workstation and one must resort 
to the use of clusters of workstations and/or parallel computers.

While new and improved methods continue to appear in the numerical analysis literature, the 
author’s studies comparing various solution techniques for direct and inverse bioelectric field prob-
lems have resulted in the conclusion that the preconditioned CG methods and MG methods are the 
best overall performers for volume conductor problems computed on single workstations. Specifically, 
the incomplete Choleski conjugate gradient (ICCG) method works well for the FE method* and the 
preconditioned biconjugate gradient (BCG) methods are often utilized for BE methods. When clusters 
of workstations and/or parallel architectures are considered, the choice is less clear. For use with some 
high-performance architectures that contain large amounts of memory, parallel direct methods such as 
LU decomposition become attractive; however, preconditioned CG methods still perform well.

A discussion of parallel computing methods for the solution of biomedical field problems could fill 
an entire text. Thus, the reader is directed to the following references on parallel scientific computing 
[18,23,28].

43.4.6 Comparison of Methods

Since we do not have space to provide a detailed, quantitative description of each of the previously 
mentioned methods, we give an abbreviated summary of the applicability of each method in solving 
different types of bioelectric field problems.

As outlined above, the FD, FE, and BE methods can all be used to approximate the boundary value 
problems that arise in biomedical research problems. The choice depends on the nature of the problem. 
The FE and FD methods are similar in that the entire solution domain must be discretized, while with 
the BE method, only the bounding surfaces must be discretized. For regular domains, the FD method is 
generally the easiest method to code and implement, but the FD method usually requires special modi-
fications to define irregular boundaries, abrupt changes in material properties, and complex bound-
ary conditions. While typically more difficult to implement, the BE and FE methods are preferred for 
problems with irregular, inhomogeneous domains and mixed boundary conditions. The FE method is 
superior to the BE method for representing nonlinearity and true anisotropy, while the BE method is 
superior to the FE method for problems where only the boundary solution is of interest or where solu-
tions are wanted in a set of highly irregularly spaced points in the domain. Because the computational 
mesh is simpler for the BE method than for the FE method, the BE program requires less bookkeep-
ing than an FE program. For this reason, BE programs are often considered easier to develop than FE 
programs; however, the difficulties associated with singular integrals in the BE method are often highly 
underestimated. In general, the FE method is preferred for problems where the domain is highly hetero-
geneous, whereas the BE method is preferred for highly homogeneous domains.

43.5 Adaptive Methods

Thus far, we have discussed how one formulates the problem, discretizes the geometry, and finds an 
approximate solution. We are now faced with answering the difficult question pertaining to the accuracy 

* This is specifically for the FE method applied to elliptic problems. Such problems yield a matrix that is symmetric and 
positive definite. The Choleski decomposition only exists for symmetric, positive-definite matrices.
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43-16 Bioelectric Phenomena

of our solution. Without reference to experimental data, how can we judge the validity of our solutions? 
To give yourself an intuitive feel for the problem (and possible solution), consider the approximation of 
a two-dimensional region discretized into triangular elements. We will apply the FE method to solve 
the Laplace equation in the region.

First, consider the approximation of the potential field Φ(x, y) by a two-dimensional Taylor’s series 
expansion about a point (x, y):

 

Φ Φ
Φ Φ

Φ

( , ) ( , ) ( , ) ( , )

!
( ,

x h y k x y h x y
x k x y

y

h x y

+ + = + +
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∂

∂
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∂
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2
2
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hk x y
x y k x y

y
+

∂
+

⎡

⎣
⎢

⎤

⎦
⎥ +

Φ Φ


 
(43.57)

where h and k are the maximum x and y distances within an element. Using the first two terms (up to 
first-order terms) in the above Taylor’s expansion, we can obtain the standard linear interpolation func-
tion for a triangle:

 
∂

∂
Φ

Φ Φ Φ
( , ) [ ( ) ( ) ( )],x y

x A y y y y y yi i
i j m m i j j m i= − + − + −

1
2  

(43.58)

where A is the area of the triangle. Likewise, one could calculate the interpolant for the other two nodes 
and discover that

 
∂

∂
∂

∂
∂

∂
Φ Φ Φ( , ) ( , ) ( , )x y

x
x y
x

x y
x

i i j j m m= =
 

(43.59)

is constant over the triangle (and thus so is the gradient in y as well). Thus, we can derive the standard 
linear interpolation formulas on a triangle that represent the first two terms of the Taylor’s series expan-
sion. This means that the error due to discretization (from using linear elements) is proportional to the 
third term of the Taylor’s expansion:

 
 ≈ + +
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(43.60)

where Φ is the exact solution. We can conjecture, then, that the error due to discretization for first-
order linear elements is proportional to the second derivative. If Φ is a linear function over the element, 
then the first derivative is a constant and the second derivative is zero and there is no error due to 
discretization. This implies that the gradient must be constant over each element. If the function is not 
linear, or the gradient is not constant over an element, the second derivative will not be zero and is pro-
portional to the error incurred due to “improper” discretization. Examining Equation 43.60, we can 
easily see that one way to decrease the error is to decrease the size of h and k. As h and k go to zero, the 
error tends to zero as well. Thus, decreasing the mesh size in places of high errors due to high gradients 
decreases the error. As an aside, we note that if one divides Equation 43.9 by hk, one can also express 
the error in terms of the elemental aspect ratio h/k, which is a measure of the relative shape of the ele-
ment. It is easy to see that one must be careful to maintain an aspect ratio as close to unity as possible.

The problem with the preceding heuristic argument is that one has to know the exact solution a priori 
before one can estimate the error. This is certainly a drawback considering we are trying to accurately 
approximate Φ.
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43-17Computational Methods and Software for Bioelectric Field Problems

43.5.1 Convergence of a Sequence of Approximate Solutions

Let us try to quantify our error a bit further. When we consider the preceding example, it seems to make 
sense that if we increase the number of DOF we used to approximate our function, the accuracy must 
approach the true solution. That is, we would hope that the sequence of approximate solutions will con-
verge to the exact solution as the number of DOF increases indefinitely:

 Φ Φ( ) ( ) .x x Nn− → → ∞ 0 as  (43.61)

This is a statement of pointwise convergence. It describes the approximate solution as approaching 
arbitrarily close to the exact solution at each point in the domain as the number of DOF increases.

Measures of convergence often depend on how the closeness of measuring the distance between func-
tions is defined. Another common description of measuring convergence is uniform convergence, which 
requires that the maximum value of Φ Φ( ) ( )x xn−   in the domain vanish as N → ∞. This is stronger 
than pointwise convergence as it requires a uniform rate of convergence at every point in the domain. 
Two other commonly used measures are convergence in energy and convergence in mean, which involve 
measuring an average of a function of the pointwise error over the domain [14].

In general, proving pointwise convergence is very difficult except in the simplest cases, while proving 
the convergence of an averaged value, such as energy, is often easier. Of course, scientists and engineers 
are often much more interested in assuring that their answers are accurate in a pointwise sense than in 
an energy sense because they typically want to know values of the solution Φ(x) and gradients ∇Φ(x) at 
specific places.

One intermediate form of convergence is called the Cauchy convergence. Here, we require the 
sequences of two different approximate solutions to approach arbitrarily close to each other:

 Φ Φm nx x M N( ) ( ) , .− → → ∞ 0 as  (43.62)

While the pointwise convergence expression would imply the previous equation, it is important to 
note that the Cauchy convergence does not imply pointwise convergence, as the functions could con-
verge to an answer other than the true solution.

While we cannot be assured of pointwise convergence of these functions for all but of the simplest 
cases, there do exist theorems that ensure that a sequence of approximate solutions must converge to 
the exact solution (assuming no computational errors) if the basis functions satisfy certain conditions. 
The theorems can only ensure convergence in an average sense over the entire domain but it is usually the 
case that if the solution converges in an average sense (energy, etc.), then it will converge in the pointwise 
sense as well.

43.5.2 Energy Norms

The error in energy, measured by the energy norm, is defined in general as [88–90]

 
e e LedT
=
⎛

⎝⎜
⎞

⎠⎟
∫
Ω

Ω
1 2/

,
 

(43.63)

where e x xn= −Φ Φ( ) ( )  and L is the differential operator for the governing differential equation (i.e., it 
contains the derivatives operating on Φ(x) and any function multiplying Φ(x)). For physical problems, 
this is often associated with the energy density.
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Another common measure of convergence utilizes the L2 norm. This can be termed the average error 
and can be associated with errors in any quantity. The L2 norm is defined as
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While the norms given above are defined on the whole domain, one can note that the square of each 
can be obtained by summing element contributions
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(43.65)

where i represents an element contribution and m the total element number. Often for an optimal FE 
mesh, one tries to make the contributions to this square of the norm equal for all elements.

While the absolute values given by the energy or L2 norms have little value, one can construct a rela-
tive percentage error that can be more readily interpreted:

 
η

Φ
= ×

( )
( ) .e 100

 
(43.66)

This quantity, in effect, represents a weighted RMS error. The analysis can be determined for the 
whole domain or for element subdomains. One can use it in an adaptive algorithm by checking element 
errors against some predefined tolerance, η0, and increasing the DOF only of those areas above the 
predefined tolerance.

Two other methods, the p and the hp methods, have been found, in most cases, to converge faster than 
the h method. The p method of refinement requires that one increase the order of the basis function that 
was used to represent the interpolation (i.e., linear to quadratic to cubic, etc.). The hp method is a combi-
nation of the h and p methods and has recently been shown to converge the fastest of the three methods 
(but, as you might imagine, it is the hardest to implement). To find out more about adaptive refinement 
methods, see References 2, 14, 22, 43, 47, 71, and 88.

43.6 Software for Bioelectric Field Problems

In the past few years, there have been a number of research software systems that have been created for 
the computational study of biomedical problems, including bioelectric field problems. Below, I have 
listed several open source software that are useful for computational bioelectric field problems. The list 
is meant to be representative and not comprehensive and I apologize for inevitable omissions.

• SCIRun (software.sci.utah.edu/scirun) is our own example of a general-purpose, problem-solving 
environment that has found extremely broad application both within biomedicine [34,46,48,77,85] 
and in areas as diverse as nuclear physics [49,70] and combustion [63]. An overview of SCIRun 
will be presented below.

• CMISS (www.cmiss.org) also has a very broad technical scope and application domain [9] and 
is the basis of many simulation studies in bioelectric fields and biomechanics of the heart and 
other organs [24,35,60], respiratory physiology [78], and bioelectric fields in the gastrointestinal 
system [68].

• Simbios (simbios.stanford.edu) is a newly emerging software system from the NIH-funded 
“Center for Physics-Based Simulation of Biological Structures” [72]. The biological coverage 
of Simbios is very broad, with the goal to help biomedical researchers understand biological 
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form and function as they create novel drugs, synthetic tissues, medical devices, and surgical 
interventions [8,10,11,20].

• 3D Slicer (www.slicer.org) is a multiplatform, open source set of tools for visualization and image 
computing. It is also from an NIH NCBC Center, the “National Alliance for Medical Image 
Computing” (NA-MIC) (www.na-mic.org) [65]. Slicer includes a wide variety of image processing 
and visualization capabilities, including segmentation, registration, and analysis [52,56].

• Seg3D (www.seg3d.org) is a lightweight 3D segmentation program, which includes interactive 
volume visualization capabilities [91].

• Brainstorm (neuroimage.usc.edu/brainstorm) is an integrated toolkit dedicated to visualization 
and processing of data recorded from magnetoencephalography (MEG) and EEG. Brainstorm 
provides a comprehensive set of tools for researchers interested in MEG/EEG [41,61,74].

• SimBio and NeuroFEM (www.simbio.de and www.neurofem.com) is a combination of programs 
directed at source localization in the brain using patient-specific FE models with multiple con-
ductivities and even anisotropic conductivity [85].

• Continuity (www.continuity.ucsd.edu) is a problem-solving environment for multiscale modeling 
in bioengineering and physiology with special emphasis on cardiac biomechanics, transport, and 
electrophysiology.

• PCEnv (www.cellml.org/downloads/pcenv) is the Physiome CellML Environment, an integrated 
software that provides an interface to the cell simulation models of the CellML project.

• Virtual Cell (www.nrcam.uchc.edu) is a software system for a wide range of scientists, from exper-
imental cell biologists to theoretical biophysicists, who wish to create models of cellular structure 
and chemical, electrical, or mechanical function.

• Neuron (www.neuron.yale.edu/neuron) is a simulation environment for modeling individual 
neurons and networks of neurons, which is especially well suited to comparisons with experi-
mental data. It has a very user-friendly interface that provides tools for building, managing, and 
using models in a way that is numerically sound and computationally efficient.

• Genesis (www.genesis-sim.org) has a very similar application domain as Neuron as a general-
purpose simulation platform to simulate neural systems ranging from subcellular organelles and 
biochemical reactions to complex models of single neurons, large networks, and systems-level 
models.

• TetGen (tetgen.berlios.de) creates tetrahedral volume meshes from volume data made from trian-
gulated surfaces for solving partial differential equations by FE or finite volume methods.

• BioMesh3D (www.sci.utah.edu/software) is a 3D tetrahedral and hexahedral mesh generator [92].
• ITK (www.itk.org), the Insight ToolKit, is a comprehensive set of software functions to perform 

image processing or analysis. ITK is the basis of many other tools (e.g., SCIRun and Seg3D) as 
they lack a graphical user interface (UI) and exist only as a C++ class library [37].

• VTK (www.vtk.org), the Visualization ToolKit, consists of an extensive library for visualization 
functions that is a component in many larger systems, for example, 3D slicer [73].

• ImageVis3D (www.sci.utah.edu/software) is a volume visualization program that allows for large-
scale interactive visualization of scalar field datasets using isosurface extraction and volume ren-
dering. ImageVis3D [93] works on multiple platforms, including desktops and laptops, the iPhone 
and iPad, and large distributed high-performance computers via the VisIT software system.

• VisIT (www.vacet.org) is a scalable, parallel software system for visualizing results of large-scale 
computational simulations. VisIT was created as part of the DOE ASCI and SciDAC programs. 
Research and development of VisIT continues as part of the DOE Visualization and Analytics 
Center for Enabling Technologies (VACET).

• ECGSim (www.ecgsim.org) is a program that computes the body surface potentials from the heart 
and allows the user to make changes in the electrical characteristics of the cells in any region of 
the heart. Its goal is to provide an educational tool but also a way to study the relationship between 
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the electric activity of the ventricular myocardium and the resulting potentials on the thorax 
under both normal and pathological conditions.

• LabHeart (www.labheart.org) is primarily a teaching tool that simulates the cardiac action 
potential, including the individual ionic currents and the fluctuations in intracellular calcium 
concentration.

• iCell is an Internet-based simulation program that allows the user to generate action potentials 
from a wide range of cell types [21].

43.6.1 SCIRun

This section provides a brief overview of the SCIRun and BioPSE problem-solving environments and 
presents examples of their use for the solution of bioelectric field problems.

The SCIRun* software system is an integrated, extensible, visualization-driven, open source, prob-
lem-solving environment that has been developed at the University of Utah’s Scientific Computing and 
Imaging Institute [38].

For an application developer, SCIRun provides a software platform, upon which other applications 
can be rapidly constructed. SCIRun provides native support for interprocess communication, resource 
management (e.g., thread migration, memory management), and parallel computing. These operating 
system type services enable the dataflow aspects of the system. In addition to these low-level services, 
SCIRun also provides a number of built-in libraries and data structures that developers can use and can 
build upon. And at the highest level, SCIRun provides a rich set of algorithms for modeling, simulation, 
and visualization. All these levels of functionality can be leveraged by the developer when constructing 
new algorithms or applications in SCIRun [46,64,84].

The application program interface (API) to SCIRun is the visual dataflow environment called the net-
work editor. Within the network editor, programs can be visually assembled from the library of avail-
able algorithms. The dataflow network for a sample bioelectric field simulation is shown in Figure 43.4.

The boxes in the network are called modules, and the lines connecting them are called datapipes. The 
point of attachment, where a datapipe attaches to a module, is called a dataport; the dataports on the 
tops of the modules are input ports, and the ports on the bottoms of the modules are output ports. In 
SCIRun, the dataports are color-coded to indicate the type of the data. For example, the blue datapipes 
are for matrices, and the yellow datapipes are for fields. Fields are used to represent 3D geometry as well 
as the data values that are defined over that geometry. Taken as a whole, the collection of modules and 
datapipes in a dataflow application is called a network, or net. Each module can have an optional UI 
button on its module; if the user presses the UI button, a separate window appears, with controls for 
viewing and modifying the state of the module’s parameters.

43.6.2 BioPSE

SCIRun comes with a set of general-purpose modules that are not specific to any particular applica-
tion. Modules can also be generated for a specific application, or for adding a set of optional functional-
ity (such as raster data processing), in which case they are organized into a package. The package that 
has been primarily used and extended in this work is called BioPSE [17]. BioPSE stands for biomedical 
problem-solving environment, and contains all the functionality that is specific to bioelectric field 
problems.

The example network in Figure 43.4 is solving a bioelectric field problem for a dipolar source in a 
volume conductor model of a head. The domain is discretized with linear tetrahedral FEs, with five 

* SCIRun is pronounced “ski-run” and derives its name from the Scientific Computing and Imaging (SCI) Institute, which 
is pronounced “ski” as in “Ski Utah.”
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43-21Computational Methods and Software for Bioelectric Field Problems

different conductivity types assigned through the volume. The problem is numerically approximated 
with a linear system, and is solved using the CG method. A set of virtual electrode points are rendered 
as pseudocolored spheres, to visualize the potentials at those locations on the scalp, and an isopotential 
surface and several pseudocolored electric field streamlines are also shown.

The BioPSE network implements this simulation and visualization with a collection of interconnected 
modules. The tetrahedral FE mesh with conductivity values is read in with one of the FieldReaders. That 
Field is then passed into the SetupFEMatrix module, which produces a stiffness matrix, A, as output. 
The RHS of the linear system, b, is generated by the ApplyFEMCurrentSource module, which applies 

FIGURE 43.4 BioPSE dataflow network for modeling, simulating, and visualizing the bioelectric field generated 
in a realistic head model due to a single dipole source.
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the dipole source as a boundary condition. The linear system AΦ = b is then solved by the SolveMatrix 
module to recover the potentials at all the nodes in the domain. This solution is then attached to the 
geometry with the ManageFieldData module, and the results are visualized. A complete description of 
this application is available in the tutorial section of the SCIRun User’s Guide, and can be downloaded 
from the SCI Institute’s website [1].

In addition to the BioPSE modules that appear in the above net, BioPSE also contains modules for 
generating and using FE lead fields, for constructing separating surfaces from segmented volumes or 
planar contours, for running boundary element method (BEM) simulations, and for visualizing lead 
potentials over time.

43.6.3 PowerApps

Historically, one of the major hurdles to SCIRun becoming a tool for the scientist as well as the engineer 
has been SCIRun’s dataflow interface. While visual programming is natural for computer scientists 
and engineers, who are accustomed to writing software and building algorithmic pipelines, it is overly 
cumbersome for application scientists. Even when a dataflow network implements a specific application 

FIGURE 43.5 BioPSE dataflow interface to the forward bioelectric field application. The underlying dataflow 
network implements the application with modular interconnected components called modules. Data are passed 
between the modules as input and output parameters to the algorithms. While this is a useful interface for pro-
totyping, it is nonintuitive for end-users; it is confusing to have a separate user interface window to control the 
settings for each module. Moreover, the entries in the user interface windows fail to provide a semantic context for 
their settings. For example, the text-entry field on the SampleField user interface that is labeled “Maximum number 
of samples” is controlling the number of electric field streamlines that are produced for the visualization.
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(such as the forward bioelectric field simulation network provided with BioPSE and detailed in the 
BioPSE tutorial), the UI components of the network are presented to the user in separate UI windows, 
without any semantic context for their settings. For example, SCIRun provides file browser UIs for 
reading in data. However, on the dataflow network, all the file browsers have the same generic presenta-
tion. Historically, there has not been a way to present the filename entries in their semantic context, for 
example, to indicate that one entry should identify the electrodes input file and another should identify 
the FE mesh file.

While this interface shortcoming has long been identified, it has only recently been addressed. 
With the 1.20 release of BioPSE/SCIRun (in October 2003), we introduced PowerApps. A PowerApp is 
a customized interface built atop a dataflow application network. The dataflow network controls the 
execution and synchronization of the modules that comprise the application, but the generic UI win-
dows are replaced with entries that are placed in the context of a single application-specific interface 
window.

With the 1.20 release of BioPSE, we released a PowerApp called BioFEM. BioFEM has been built atop 
the dataflow network shown in Figure 43.4, and provides a useful example for demonstrating the differ-
ences between the dataflow and PowerApp views of the same functionality. In Figure 43.5, the dataflow 
version of the application is shown: the user has separate interface windows for controlling different 
aspects of the simulation and visualization. In contrast, the PowerApp version is shown in Figure 43.6; 
here, the application has been wrapped up into a single interface window, with logically arranged and 
semantically labeled UI elements composed within panels and notetabs.

FIGURE 43.6 The BioFEM custom interface. Though the application is functionality equivalent to the data-
flow version shown in Figures 43.4 and 43.5, this PowerApp version provides an easier-to-use custom interface. 
Everything is contained within a single window; the user is led through the steps of loading and visualizing the data 
with the tabs on the right; the generic control settings have been replaced with contextually appropriate labels; and 
application-specific tooltips (not shown) appear when the user places the cursor over any user interface element.
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In addition to bioelectric field problems, the BioPSE system can also be used to investigate other bio-
medical applications. For example, we have wrapped the tensor and raster data processing functionality 
of the Teem toolkit into the Teem package of BioPSE, and we have used that increased functionality to 
develop the BioTensor PowerApp, as seen in Figure 43.7. BioTensor presents a customized interface to 
a 140-module dataflow network. With BioTensor, the user can visualize diffusion-weighted imaging 
(DWI) datasets to investigate the anisotropic structure of biological tissues. The application supports 
the import of DICOM and Analyze datasets, and implements the latest diffusion tensor visualization 
techniques, including superquadric glyphs [51] and tensorlines [83] (both shown).
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